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Resumen—En este documento se presenta un sistema para
el reconocimiento facial de conductores a bordo de vehículos,
con objeto final de diseñar un control del encendido en función
de la identidad del conductor, que ha de estar dentro de un
conjunto de usuarios permitidos. Los sistemas básicos para el
reconocimiento de caras funcionan bien en entornos controlados.
La iluminación ha de ser uniforme o debe seguir un cierto patrón
que ha de estar incluido en la base de datos. Introducir un
reconocedor a bordo de un coche supone unos nuevos retos que
hay que estudiar. En este artículo se presentan algunas mejoras
introducidas en los sistemas de reconocimiento facial actuales
para un funcionamiento sobre un vehículo. También se muestran
algunos resultados experimentales y las conclusiones.

Index Terms—2DPCA, Clustering, Independencia a ilumi-
nación, Visión artificial, Retinex.

I. INTRODUCCIÓN

EL diseño de un sistema de reconocimiento facial de
conductores puede ser útil para aumentar la seguridad de

los vehículos ante robos. En este tipo de sistemas se integran
varios subsistemas. En primer lugar es necesario detectar la
presencia de caras en la imagen [1]. A continuación, hay que
hacer un seguimiento de la misma para no perderla durante el
reconocimiento y tenerla centrada. Cuando se tiene una imagen
estable de la cara, se evalúa la región de interés para realizar
el reconocimiento. Posteriormente se realiza la comparación
con las caras que están en una base de datos, siendo éstas
realizadas calculando las distancias entre características de
las imágenes de la base de datos y las que llegan desde el
dispositivo de entrada al sistema. Por último, se evalúa cuál es
el conductor que más se parece dentro de la base de datos. Este
sistema, aparentemente ideal, presenta una serie de problemas
que a continuación se pasan a detallar.

Tomando exclusivamente un criterio de distancia mínima,
no se es capaz de decidir si el usuario pertenece o no a la
base de datos. El sistema lo que hace en realidad es buscar
el más parecido dentro de la misma, aunque el parecido sea
muy bajo, lo cual no es aceptable, por lo que se plantea un
subsistema para evitar este inconveniente.

Por otro lado, el sistema básico no es inmune a los cambios
de iluminación respecto a las imágenes de la base de datos,
por lo que podría dar lugar a reconocimientos válidos cuando
el sujeto no estuviese en la base, y en caso contrario, esto es,
que el sujeto esté en la base y debido a las no linealidades
introducidas por la iluminación no sea reconocido.

Para solucionar el problema del rechazo de usuarios, se
aplicará un algoritmo de clustering.

Respecto al problema de la iluminación, se presentarán los
resultados de la aplicación de distintos algoritmos al sistema
base:
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Primero se estudiará el efecto que tiene sobre el sistema
el centrarnos únicamente sobre la zona de la cara de los
ojos y la nariz.
Por otro lado, se analiza el efecto de la ecualización del
histograma para mejorar la iluminación de la cara.
A continuación se probará un método basado en [2],
en el que se entrena al sistema con varios patrones de
iluminación.
Por último, se analizarán los efectos de utilizar al algo-
ritmo Single Scale Retinex (SSR) [3] implementado en
nuestra aplicación.

II. TRABAJOS PREVIOS

Se parte de un sistema de detección de caras y re-
conocimiento de usuarios básico en el que se realizan
funciones de detección, seguimiento y reconocimiento con
2DPCA [4].
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Figura 1. Esquema principal del sistema de reconocimiento

En el artículo anterior se utilizaba la distancia euclídea entre
la imagen de características a reconocer y las de la base de
datos, y como criterio de selección el de la mayoría sobre una
secuencia de imágenes de usuario.

II-A. 2DPCA (2 Dimensional Principal Component Analysis)

Este algoritmo de análisis de patrones [5] extrae caracterís-
ticas de la imagen como se expone a continuación.

Sea X un vector columna a partir del que podamos proyectar
una imagen A en un vector Y en el que tendremos las
características básicas.

Y = AX (1)

Para obtener la mejor X que pueda representar las carac-
terísticas de A en nuestro espacio, empezamos calculando la
matriz de covarianza de todos los usuarios de nuestra base de
datos:
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Siendo A la imagen media, N el número de imágenes en
nuestra base de datos, Ai la imagen i-ésima de la base de
datos, y C la matriz de covarianza.

C = PQPT (4)

A partir de la matriz de covarianza, se calculan sus autoval-
ores Q y sus autovectores P, los cuales se utilizarán para formar
la base de nuestro espacio. No se toman todos los autovectores,
sino que se seleccionan los más representativos, esto es, los
asociados a los autovalores mayores, que son los que mayor
cantidad de energía de la imagen concentran y por tanto, los
que nos darán más información acerca de las características
de las caras. Esta última matriz de autovectores será nuestra
matriz X.

Por último, calculamos las proyecciones de las imágenes
de los conductores permitidos en la base del espacio obtenida
anteriormente, como hemos explicado en la ecuación 1.

II-B. Cálculo de distancias

En este artículo se realizará una comparativa entre dos
métodos de cálculo de distancias para comparar sus resultados.
Se utilizará la distancia euclídea y la distancia de Mahalanobis.

En el primer caso la distancia se calcula de la siguiente
manera:

deuclidea =
w∑

i=1

√
(ai − bi)

T (ai − bi) (5)

siendo ai y bi las columnas i-ésimas de las matrices de
características calculadas con 2DPCA a partir de las imágenes
de entrada y de la base de datos respectivamente, y w la
anchura de la imagen.

Para el caso de la distancia de Mahalanobis, utilizamos la
siguiente ecuación:

dmahalanobis =
w∑

i=1

√
(ai − bi)

T
C−1 (ai − bi) (6)

donde C es la matriz de covarianza de las imágenes de
características de entrada al sistema, calculada de igual forma
que en la matriz de covarianza para generar la base de datos
(ver ecuación 3).

Esta última distancia mejorará los resultados como veremos
a continuación, pues estamos multiplicando los distintos ele-
mentos de las columnas de las matrices de características por
un peso que viene dado por la matriz de covarianza, con lo
que estamos adaptando mejor las distancias a la base de datos
y al usuario de entrada.

III. MEJORA DEL DECISOR

Para implementar el decisor, se parte de las imágenes
características, a las que se hacía referencia en el apartado
anterior, como puntos en el espacio de decisión. Utilizando
los métodos de cálculo de distancias anteriores, se obtiene una
medida de cómo estamos de cerca o lejos de una región del
espacio que define el conjunto de puntos de cada conductor.
Con esto se suplirá una de las carencias que el sistema original
tenía, como es el rechazo automático de usuarios que no
estaban en la base de datos.

Este decisor se ha implementado basándonos en técnicas de
clustering:

Se calcula el centro de todos los puntos que tenemos en
el espacio, esto es, la media de las imágenes caracterís-
ticas. Con este centro tenemos una referencia para poder
realizar un rechazo sencillo de los usuarios externos a
la base de datos, ya que habitualmente éstos generan
distancias mayores que las de la base de datos. Para tener
cierta flexibilidad, se aceptan imágenes que cumplan
que su distancia calculada al centro sea menor que
dcuni max (1 + U1).
Si pasa este primer filtrado, se comprueba que la proyec-
ción de la imagen de características del conductor actual
se quede en una región intermedia entre las agrupaciones
formadas por los conductores permitidos por el sistema.
Para ello se calcula para cada conductor el punto central
que le representa y la distancia máxima que le carac-
teriza. Si el punto obtenido desde el sistema está entre
dos centros de conductores de la base de datos, pero
está muy alejado de los dos, el sistema se dará cuenta
y rechazará esta imagen para el reconocimiento. Así
como se ha hecho anteriormente, para que una imagen
sea aceptada, tendrá que cumplir que sea menor que la
anterior dcusr max (1 + U2).

Figura 2. Representación simplificada de los 2 primeros filtrados

Si pasa el filtro de las dos etapas anteriores, y si las
regiones de decisión se entremezclan o son cercanas,
comprobaremos a cuál de todas las imágenes de la base
de datos se parece más, esto es, cuál es la que más



cerca está. También calcularemos cuál es el segundo
conductor en la base más cercano. Si está por encima
de dmin (1 + U3) el reconocimiento será válido. Si no,
la imagen también será rechazada.
Repetimos todo el proceso anterior con las imágenes
tomadas como muestras y se comprueba para todas las
muestras si el conductor pertenece o no a la base. Si se
confirma el mismo conductor en suficientes repeticiones,
daremos el proceso por válido y tendremos seguridad
sobre la identidad del conductor. En algunos casos, para
asegurar mejor el reconocimiento se realizará la media
de las distancias a cada punto de nuestro universo y se
aplicará el algoritmo de umbrales utilizado en el apartado
anterior.

Es importante señalar que en el sistema que se presenta
perjudica más el hecho de que se acepte un conductor no
permitido, que el que se rechace a un usuario permitido o se
confunda con otro usuario de la misma base de datos.

Los valores de los umbrales se calculan a partir de pruebas
con varios vídeos, con candidatos que están dentro o fuera de
la base de datos.

IV. MEJORAS ANTE CAMBIOS DE ILUMINACIÓN

Partimos de una serie de imágenes para cada conductor en la
base de datos a partir de las cuales realizaremos el procesado
para el resto de pruebas:

Figura 3. Ejemplos de imágenes de la base de datos sin procesar

IV-A. Identificación de la cara recortada únicamente a ojos
y nariz

Se ha seleccionado para las pruebas esta zona de la cara
puesto que es la que posee las partes más invariables. Aunque
los ojos se cierren o las pestañas se levanten, pueda haber
cambios de peinado y barba, movimientos de boca, etc, esta
estrategia sería inmune a los mismos. El problema fundamental
de este método es que no hay suficiente información con el
área recortada para realizar un reconocimiento correcto. Si
además el usuario utiliza gafas y éstas no están incluidas en
la base de datos, se producirán rechazos o errores.

El método utilizado para el recorte de la zona de interés se
basa en la posición del centro, de la anchura y de la altura de
la zona de interés devuelta por [1]. Este recuadro se reescala
para adaptarlo a la zona de interés.

Figura 4. Ejemplos de imágenes recortadas

IV-B. Ecualización de histograma + filtro de mediana

Con este método tradicional de compensación de los efectos
de la iluminación, lo que se pretende es aplanar el histograma,
regulando la iluminación en la imagen global, aumentando el
contraste de la imagen. El problema de este método es que si la
cara está muy iluminada por alguno de los lados, al procesarla,
sigue quedando con bastante iluminación al no poder aplanar
correctamente el histograma, lo cual no es bueno a la hora de
comparar las imágenes con la base de datos, aunque ésta ya
esté procesada. Al realizar la ecualización de histograma, se
introduce en algunos píxeles un ruido que puede perjudicar a
la hora de realizar el reconocimiento, con lo que se aplica un
filtrado de mediana para eliminar ese ruido.

Figura 5. Ejemplos de imágenes con ecualización de histograma

IV-C. Máscaras de Iluminación

Con este método se generan una serie de imágenes que se
corresponden con patrones de iluminación típicos para nuestro
caso. Estas imágenes patrón se utilizan como plantilla para
fusionarla a cada una de nuestras imágenes de la base de datos
del programa. Este método es el que más recursos consume al
ejecutar el algoritmo, pues el tamaño de la base de datos crece
proporcionalmente al número de plantillas utilizadas para la
iluminación. Las máscaras utilizadas para nuestras pruebas y
las imágenes posteriormente generadas son las siguientes:

Figura 6. Máscaras de iluminación utilizadas

Con este método se consigue un comportamiento parecido,
aunque algo mejorado, comparándolo con el utilizado en la
base sin aplicar las máscaras de iluminación. A continuación



mostramos un ejemplo de la aplicación de las máscaras a una
imagen de la base de datos.

Figura 7. Imágenes combinadas con las máscaras de iluminación

IV-D. SSR (Single Scale Retinex)

Con este algoritmo se intenta convertir las imágenes que
tenemos en la base de datos y las que nos entran desde la
cámara, en imágenes tales que su variación respecto a cambios
de luz sea mínima. El algoritmo Retinex [6] está basado en la
respuesta logarítmica que posee el sistema visual humano. Con
SSR (versión reducida de este método), se trata de convertir
una imagen en escala de grises que puede estar afectada de
cualquier forma por la iluminación cambiante, en otra imagen
cuya variación con la iluminación sea mínima.

SSR se aplica a una imagen mediante la siguiente ecuación:

IR = log (A)− log (A ∗ F ) (7)

Siguiendo con la notación anterior, A es la imagen de
entrada, * es el operador de convolución, y F es la gaussiana
generada a partir de:

F (x, y) = ke−
x2+y2

c (8)

donde k es una constante que normaliza la gaussiana:

k =
1∫∫

e−
x2+y2

c dxdy
(9)

El resultado de aplicarlo a las imágenes de la base de datos
con c=4, es el siguiente:

Figura 8. Ejemplos de imágenes tratadas con Retinex

V. RESULTADOS

Para la realización de las distintas pruebas se han utilizado
20 muestras obtenidas de la cámara y 30 imágenes por cada
uno de los 9 usuarios introducidos en la base de datos.
Para el algoritmo 2DPCA se han tomado los 35 primeros
autovectores. Los umbrales utilizados en el decisor para los

Cuadro I
Umbrales utilizados en el decisor utilizando distancia euclídea

Umbral Original Recortada Ecualización Máscaras Retinex
u1 0 0 0 0 0
u2 0.5 1 1 0.7 0.4
u3 0.01 0.005 0.05 0.01 0.005

distintos métodos de clasificación por la distancia euclídea y
la distancia de Mahalanobis, son los siguientes:

Cuadro II
Umbrales utilizados en el decisor utilizando distancia de Mahalanobis

Umbral Original Recortada Ecualización Máscaras Retinex
u1 1 1 0.5 1 0.2
u2 1.8 2.1 1.2 1 0.4
u3 0.03 0.01 0.05 0.01 0.005

Pasamos a ilustrar el funcionamiento del decisor con las
gráficas que se muestran en las figuras posteriores.

En las gráficas que se muestran en la figura 9 se observa
como algunas de las distancias medidas con la distancia
euclídea y todas las distancias calculadas con Mahalanobis con
los distintos métodos de tratamiento de imágenes empleados
quedan por encima del umbral. Con esto se deduce que la
distancia de Mahalanobis para este cometido es la mejor
opción para implementar esta primera etapa de filtrado.

En las figuras 10, 11 y 12, mostramos el comportamiento
del decisor en una prueba normal con imágenes capturadas
distintas de las de la base de datos. Cada una de las gráficas
de cada grupo se refiere a los distintos métodos de tratamiento
de imágenes previos empleados. Empezamos mostrando cómo
pasa la primera etapa de filtrado en el sistema.

A continuación, vemos cómo es capaz de salvar también la
segunda etapa de filtrado con todos los métodos de tratamiento
de imágenes empleados, con lo que tenemos la confirmación
de que el conductor que tenemos en frente se encuentra en la
base de datos.

Con las figuras 10 y 11 ha quedado claro que el usuario
está en la base de datos. Ahora el problema está en identificar,
dentro de la base de datos, cuál es la que más se ajusta. Para
ello, se comprueba para cada usuario, cuál es la imagen dentro
de su set que más se le parece.

A la vista de las figuras 10, 11 y 12 se puede ver que
en algunas muestras tomadas el usuario quedaría rechazado o
se confundiría con otro usuario. Sin embargo, haciendo una
media de todas las distancias mínimas por cada usuario, se
afina, eliminando los efectos de los reconocimientos fallidos
si éstos no son muy frecuentes.



Figura 9. Ejemplo de rechazo con distancia euclídea y Mahalanobis

Por supuesto, en la figura 12, el usuario que está por debajo
de todos los demás, es efectivamente el que estaba enfrente
de la cámara.

Otras pruebas realizadas sobre otros vídeos son mejores en
el caso de que la iluminación sea parecida a la que tengamos
en la base, y los gestos del usuario no se desvíen demasiado
de los de la base de datos.

Además, se han hecho otras pruebas con vídeos de peor
calidad y con diferente iluminación en los que incluso se ha
llegado a reconocer en varias ocasiones al usuario correspon-
diente con éxito.

Por último, con variaciones de iluminación bruscas, en los
que el sistema no era capaz de responder adecuadamente
como en casos semi-controlados, como se ha expuesto en este
trabajo.

VI. CONCLUSIONES

A la vista de los resultados, se deduce que la distancia
de Mahalanobis es mejor para los propósitos finales que la

Figura 10. Distancias al centro del universo de una prueba realizada

euclídea, sobre todo para el rechazo de usuarios externos a la
base de datos.

Además, se aprecia que la tendencia que siguen los resulta-
dos obtenidos por el programa original y por el de la base de
datos incrementada con las máscaras de iluminación, es muy
parecida. Esto es debido a la naturaleza de funcionamiento de
los mismos, pues parten de imágenes similares, con pequeñas
variaciones en las zonas de la iluminación dadas por las
máscaras aplicadas. Quizá la mejora obtenida con este método
no compensa el tiempo de cómputo que se necesita, pues éste
se dispara al tener que multiplicar el número de comparaciones
a realizar por el número de máscaras aplicadas a cada imagen.

Respecto a la estrategia de la cara recortada servirá por
ejemplo, para la detección de gafas de sol, invitando a usuario
del sistema a que se las quite en caso de ser detectadas.
El sistema, funcionando por sí solo, tiene un porcentaje de
éxito menor que con el programa original o el utilizado en
las máscaras de iluminación. Hay que tener en cuenta que la
cantidad de información obtenida en este caso es inferior a la



Figura 11. Distancias a los centros de las constelaciones de la prueba

de la cara completa.
Con las pruebas de ecualización, se observa que no funciona

como se esperaba, el índice de aciertos es muy bajo. Esto se
debe a que este método distorsiona bastante la imagen, lo cual
altera los resultados. Por tanto, el método queda descartado.

Por último, aplicando Retinex a las imágenes, el índice
de aciertos es medio, ni tan bajo como lo obtenido en la
ecualización, ni tan alto como los resultados del programa
original o del de la base ampliada. Esto es debido a que la
variación de niveles de gris en las imágenes tratadas no es tan
rica como lo era anteriormente. Este aspecto se puede corregir
ajustando el parámetro ’c’, a medida que incrementamos
éste, se introducen más sombras o luces en las imágenes, y
estaríamos en la misma situación que otros casos.

VII. TRABAJO FUTURO

Este sistema actual no es funcional en ausencia de ilumi-
nación, por tanto, tendremos que realizar un reconocimiento
cuando se quiera arrancar el coche de noche.

Figura 12. Distancias mínimas a usuarios de la BB.DD. en la prueba

Para solucionar este problema habrá que incluir en la
base de datos imágenes de caras en estas condiciones de
iluminación reducida.

Además, el sistema aún no es capaz de reconocer a usuarios
si las características de su cara cambian sustancialmente, esto
es, si el usuario lleva gafas de sol, se deja barba, perilla o
bigote. Respecto al corte de pelo, aunque se intenta filtrar con
el recorte de la cara, si éste llega a tapar la cara, por ejemplo
con un flequillo, el sistema no sería capaz de reconocer
correctamente al usuario.
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